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Reading Cleaning up Mystery-the Original Goal: 
Diffusion:  
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Rayleigh-Jeans equipartition law:  
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 can give the mean square 

value of the instantaneous VELOCITY that a particle is wilding fluctuating. 
BUT this VELOCITY is not the VELOCITY that we are seeking. 
 

Divergence 
z
R

y
Q

x
PAdiv

∂
∂

+
∂
∂

+
∂
∂

=
r

 

Where kzyxRjzyxQizyxPA
rrrr

),,(),,(),,( ++=  

Here is only one dimention, so we can simply note  
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where is a notation of gradient operator, also can be written as )(⋅grad )(⋅∇  
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here we only consider one dimension, 

so 
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where is the concentration. n
Also, we have the relationship 
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From Lecture Notes in Statistics, ),|()|(),|()|()|,( IHDPIHPIDHPIDPIDHP ==  

We can get here ),|()|(),|()|()|,( IxzPIxPIzxPIzPIxzP ==                  (5) 
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The prior probability  is clearly proportional to ,  )|( IzP )(zn

And from (4), [ ])(2/)(exp),|( 22 τσxzAIzxP −−=  

We can get  
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The maximum probability of 1),|( =IxzP , so 0),|(log =IxzP  

Then from (7), we can get  0)()(2/)()(log 22 =+−− constxzzn τσ

Do partial differential about x ,  
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In fact, 
x∂
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 is one-dimensional gradient operator. 
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The most probable value of the past position is not z x , but 
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Whereupon, substituting into (3) we estimate the drift velocity to be 
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and our predicted average diffusion flux over the time interval τ2  is 
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Bayes’ theorem has given us just Einstein’s formula for the diffusion coefficient: 
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