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Impediments to Parallel Computing

* Algorithm development is harder
—complexity of specifying and coordinating concurrent activities
* Software development is much harder
—lack of standardized & effective development tools, programming
models, and environments
* Rapid pace of change in computer system architecture

—today’s hot parallel algorithm may not be a good match for
tomorrow’s parallel computer!
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What is Pipelining?

Dave Patterson's Laundry example: 4 people daing laundry
wash (30 min) + dry (40 min) + fold (20 min) = 90 min Latency

6PM 7 8 9

* In this example:
« Sequential execution takes
4 * 90min = & hours
» Plpelined axecution takes
30+4°40+20 = 3.5 hours

» Bandwidth = loads/hour

+ BW = 4/8 I/h wio pipelining

« BW=4/35 I'hw pipelining

* BW == 1.5 l’h w pipelining,
more total loads

+ Pipelining helps bandwidth
but not latency {80 min)

+ Bandwidth limited by slowest
pipeline stage

*+ Potential speedup = Mumber

011242005 cS267Lecure 2 pipe stages [
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Figure 3.4, Page 134  CA:AQA Ze by Patterson and Hennessy
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= Megaflops 10°flops

Gigaflops 10°flops workstations
Teraflops 102 top 17 supercomputers

by 2005 every super computer in the top 5007
Petaflops 10>  2010?

The Need for Speed: Complex Problems

+ Science
—understanding matter from elementary particles to cosmology
—storm forecasting and climate prediction
—understanding biochemical processes of living organisms
+ Engineering
—combustion and engine design
—computational fluid dynamics and airplane design
—earthquake and structural modeling
—pollution modeling and remediation planning
—molecular nanotechnology
* Business
—computational finance
—information retrieval
—data mining
+ Defense
—nuclear weapons stewardship
—cryptology
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Earthquake Simulation

Earthquake Research Institute, University of Tokyo
T kai-Tokai Earthg S io

Photo Credit: The Earth Simulator Art Gallery, CD-ROM, March 2004

Air Velocity (Front)

—

Salrany A daimsi
Ay FIP8 Feagaral Saukar

Ocean Simulation

Ocean Global Circulation Model for the Earth Simulator
Seasonal Variation of Ocean Temperature
Photo Credit: The Earth Simulator Art Gallery, CD-ROM, March 2004

Fluid-Structure Interactions

Simulate ...

—rotational geometries (e.g. engines, pumps), flapping wings
Traditionally, such simulations use a fixed mesh
—drawback: solution quality is only as good as initial mesh

Dynamic mesh computational fluid dynamics
—integrate automatic mesh generation within parallel flow solver
— nodes added in response to user-specified refinement criteria
= nodes deleted when no longer needed
— element connectivity changes to maintain Delaunay mesh
—mesh changes continuously as geometry + solution changes

Sophisticated parallelization in Unified Parallel C

Example: 3D simulation of a hummingbird’s flight




NSF Petascale Acquisition

Feb 2007: “Leadership-Class System Acquisition - Creating a
Petascale Computing Environment for Science and
Engineering”

* NSF’s goal for 2006-2011
“enable pet | i and engi ing through the
deployment and support of a world-class HPC environment
comprising the most capable combination of HPC assets
available to the it g P

* Scientific aim: support computationally challenging problems
—simulations that are intrinsically multi-scale, or
—simulations involving int tion of Itiple p

Multi-Stage Switching Network

= The Multi-Stage Switching Network isa dynamically configurable
networ k. This meansthat the switches connecting the various
processor s can be changed dynamically, depending on wherethe
messages need to be passed. The network presented here has 4
processor s which are connected to 4 other processorsthrough a 2
stage networ k with two-function switches. Crossbar switches
"direct thetraffic" in the network. If two processorsaretrying to
send messages to two other processorsin parallel, then sometimes
amessage may not get through if the crossbar switch is set straight
and thereceiving processor requiresa switched position to connect
to the sending processor . (See the Definitions section for more
detailed explanation of the switching network).
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Interconnection Networks

= TOPOLOGY Switch: maps a fixed number of inputs to outputs

The processor s of the machine and thecircuitsin a
switching network arearranged using a particular
layout. Because not all nodes (i.e. processor s) can have
linksto all other linksin parallel, some pattern is used
to decided how the pairs of nodeswill belinked. This
pattern usually follows some general rule and iscalled
the topology of the network.

+ Number of ports on a switch = degree of the switch.
+ Switch cost
grows as the square of switch degree
peripheral hardware grows linearly with switch degree
packaging cost grows linearly with the number of pins
Key property: blocking vs. non-blocking
+ blocking
path from p to g may conflict with path fromrto s
for independent p, g, 1, s
+ non-blocking

disjoint paths between each pair of independent sources
and sinks




Network Interface : Processor node’s
link to the interconnect

= Network interface responsibilities
+ packetizing communication data
+ computing routing information
+ buffering incoming/outgoing data
= Network interface locations
+ 1/0 bus: PCI or PCIx on many modern systems
+ memory bus: e.g. Opteron HyperTransport
higher bandwidth and tighter coupling than I/O bus
= Network performance

+ depends on relative speeds of I/O and memory
buses

Characteristics of a Network

» Topology (how things are connected)
« Crossbar, ring, 2-D and 2-D torus, hypercube, omega network.
* Routing algorithm:
« Example: all east-west then all north-south (avoids deadlock).
 Switching strategy:
« Circuit switching: full path reserved for entire message, like the
telephone.
» Packet switching: message broken into separately-routed
packets, like the post office.
* Flow control (what if there is congestion):
« Stall, store data temporarily in buffers, re-route data to other
nodes, tell source node to temporarily halt, discard, etc.

2009-3-9 40

Historical Perspective

« Early machines were:
« Collection of microprocessors.
« Communication was performed using bi-directional queues
between nearest neighbors.
* Messages were forwarded by processors on path.
« “Store and forward” networking
« There was a strong emphasis on topology in algorithms,
in order to minimize the number of hops.

2009-3-9 38

Properties of a Network: Latency

» Diameter: the maximum (over all pairs of nodes) of the
shortest path between a given pair of nodes.
« Latency: delay between send and receive times
« Latency tends to vary widely across architectures
« Vendors often report hardware latencies (wire time)
« Application programmers care about software latencies (user
program to user program)
« Observations:
« Hardware/software latencies often differ by 1-2 orders of
magnitude
* Maximum hardware latency varies with diameter, but the
variation in software latency is usually negligible
« Latency is important for programs with many small
messages

2009-3-9 M

Network Analogy

« To have a large number of transfers occurring at once,
you need a large number of distinct wires.
« Networks are like streets:
« Link = street.
« Switch = intersection.
« Distances (hops) = number of blocks traveled.
« Routing algorithm = travel plan.
« Properties:
« Latency: how long to get between nodes in the network.
« Bandwidth: how much data can be moved per unit time.

« Bandwidth is limited by the number of wires and the rate at
which each wire can accept data.
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Properties of a Network: Bisection Bandwidth:

* Bisection bandwidth: bandwidth across smallest cut that
divides network into two equal halves
« Bandwidth across “narrowest” part of the network

not a
AEFE: A L = =| = Disection
bisection e T I cut
e 5 1 1 e
DUM ===

bisection bw= link bw bisection bw = sqrt(n) * link bw

« Bisection bandwidth is important for algorithms in which
all processors need to communicate with all others
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Properties of a Network: Bandwidth

« A network is partitioned into two or more disjoint sub-
graphs if some nodes cannot reach others.
* The bandwidth of alink = w * 1/t

* w s the number of wires — Unidirectional: in one direction
« tis the time per bit Bidirectional: in both directions

« Bandwidth typically in Gigabytes (GB), i.e., 8* 220 bits
« Effective bandwidth is usually lower than physical link
bandwidth due to packet overhead.
ML

AR DA
RAEEMb/s

« Bandwidth is important for applications with mostly large
messages
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Linear and Ring Topoloagies

« Linear array
—o 9o o o 0o oo
« Diameter = n-1; average distance ~n/3.
« Bisection bandwidth = 1 (units are link bandwidth).
« Torus or Ring

Qe

)

« Diameter = n/2; average distance ~ n/4.
« Bisection bandwidth = 2.
 Natural for algorithms that work with 1D arrays.

B EEM A I ER R

$2-DIHAL MC’(p)=p-1  0<p<n-1apMODVn=0
Mcfl(p): p+1 0< p<n-1a(p+1)MOD/n#0
MC’s(p)=p-vn,  Jn<ps<n-1
MCZs(p)=p+vn,  0<psn-in
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s BAEBRRSNEERY
FA LRI (T BR A .o°E MC?’,(p)=((P-1)DIVVn)xyn+(p-L1+n)MODYN,  0<psn-1
4 MC:.(P)=((P-1DIVYn)x/n+(p-1+vn)MODVN,  0<psn-1
& UL 00 0
ELIERESY < = 2 @ MC’z(p)=(n+p-vn)MoDn,  0<ps<n-1
LC,(p)=p-L 1<p<n-1 MC’ (p)=(n+ p+/n)moDn,
LC,.(p)=p+1, 0<p<n-2
S +2-D¥f 4k
RC,(p) = (n+ p-1)MODn, 0< p<n
RC,,(p)=(p+1)MODn, 0<p<n
Meshes and Torus e s T R 4% PO TR B R 3 EEE’
Two dimensional mesh Two dimensional torus ..oE
* Diameter =2 * (sqrt(n)—1) « Diameter = sqrt(n)
« Bisection bandwidth = sqrt(n) e« Bisection bandwidth = 2* sqrt(n)
<-2-D llliac

919919
|V VARRVARR VARV
« Generalizes to higher dimensions (Cray T3D used 3D Torus).
< Natural for algorithms that work with 2D and/or 3D arrays.
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Hypercubes

« Number of nodes n = 29 for dimension d.
* Diameter = d.
* Bisection bandwidth = n/2.

o oo &

« 0Od 1d 2d 3d 4d

« Popular in early machines (Intel iPSC, NCUBE).

« Lots of clever algorithms. 110
111

Butterflies

« Diameter = log n.

« Bisection bandwidth = n.
« Cost: lots of wires.

« Used in BBN Butterfly.

« Natural for FFT.

« Gray code addressing: 01010 11101 butterfly switch .
« Each node connected to o - multistage butterfly network
d others with 1 bit different.
2009-3-9 55 2009-3-9 58
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Trees

« Diameter = log n.

« Bisection bandwidth = 1.

« Easy layout as planar graph.

« Many tree algorithms (e.g., summation).

« Fat trees avoid bisection bandwidth problem:

« More (or wider) links near top.
« Example: Thinking Machines CM-5.

——
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Topologies in Real Machines

Red Storm (Opteron + 3D Mesh
Cray network, future)
Blue Gene/L 3D Torus
SGlI Altix Fat tree
5 Cray X1 4D Hypercube*
= - " - -
2 Myricom (Millennium) Arbitrary
= Quadrics (in HP Alpha Fat tree
% server clusters)
° IBM SP Fat tree (approx) | Many of these are
approximations:
SGI Origin Hypercube E.g. the Xlisreally a
“quad bristled
Intel Paragon (old) 2D Mesh hypercube” and some
of the fat tree are not
as fat as they should
BBN Butterfly (really old) | Butterfly be at the top

2009-3-9

60

10



FAHBM4-BUS

= All processor s access a common bus for exchanging data
= Used in simplest and earliest parallel machines

= Advantages

+ distance between any two nodesis O(1)

+ provides a convenient broadcast media
Disadvantages

+ busbandwidth is a perfor mance bottleneck

+ bus-based machines aretypically limited to dozens of
nodes

A crossbar network uses an p Xm grid of
switches to connect p inputs to m outputs in a
non-blocking manner

Memory Banka
e 1 3 3 4 35 i

A switching
element
N 2
1
B
B
“
-]
A non-blocking crossbar
-t i i 7 — network connecting p
processors to b memory
banks

Since much of the data accessed by processorsislocal to
the processor, alocal memory can improve the performance
of bus-based machines

Assuming that each processor accesses k data items, and
each data access takes timet, ., the execution time is lower
bounded by t,,.* kp seconds.

= Let usassume that 50% of the memory accesses are made

cycler

Crossbar Network

= Cost of acrossbar: O(p?), p=m

= Scalablein terms of performance but unscalablein
terms of cost

= Examples

+ Earth Simulator: custom 640-way single-stage
crosshar

+ RTC: Myrinet 2000 inter connect

Bus-based interconnect
with local memory/cache

Since much of the data accessed by processors is local to
the processor, a local memory can improve the
performance of bus-based machines

tolocal data. 0.5%t_ . *k+0.5%t_ . *
cycle e’ KP 16-way crossbar switchesin 128-way Clos network
Bus
Assessing Network Alternatives
yT— E Intel Xeon MP Processor-based 4P Sery
[ = Buses

+ excellent cost scalability
+ poor performance scalability
= Crossbars
+ excellent perfor mance scalability
+ poor cost scalability
= Multistage inter connects
+ compromise between these extremes

1



Multistage Network

Processors Multistage interconnection network Memory banks
— — 3
U | smge1 | | suge2 .| sagea| |

[p1F—

——b1]

Schematic of processor-to-memory multistage

interconnection network (e.g., BBN Monarch)

Omega Network Switches

= 2 x 2 switches connect perfect shuffles
= Each switch operatesin two modes

Pass-through Cross-over

Multistage Omega Network

= QOrganization
+ log p stages
+ pinputs/outputs
= At each stage, input i is connected to output j if:

A 21, 045<Pa"{2 1
J 2i+1-p, pf2<i<p-1

if p=2kthenj = left_rotate(i)

Multistage Omega Network

oo ooo
Q01 001
Q10 o100
o11 o11
100 100

101 101

110
111

110
111

Omega network connecting eight inputs and eight outputs

Cost: p/2 % log p switching nodes — O(p log p)

Each Omega stage is connected in a perfect
shuffle

000 O 0 000 = left_rotate(000)
001 1 1 001 —left_rotate(100}
010 2 2 010 =left_rotata(001)
011 3 3 011 =left rotate(101)
100 4 4 100 =left_rotate(010)
101 5 5 101 = left_rotate(110)
110 & 6 110 =left_rotate(011}
111 7 7 111 =left_rotate(l111)

Omega Network Routing

= Let
+ s=hinary representation of the sour ce processor

+ d = binary representation of the destination processor
or memory

= Thedatatraversesthelink to thefirst switching node
+ |F themost significant bit of sand d arethe same
+ THEN route data in pass-through mode by the switch
+ EL SE use crossover path

= Strip off leftmost bit of sand d

= Repeat for each of the log p switching stages

12



Omega Network Routing

Example: s= 001 — d=100
stage 1: leftmost bit s != d — crossover
stage 2: middle bit == d — pass-through
stage 3: rightmost bit s !=d — crossover

Butterfly and Flattened Butterfly

4-ary, 2fly — 4-ary, 2-flat 2-ary, 4fly — 2-ary, 4-flat

* Start with conventional butterfly k-ary n-fly
* Flatten routers in each row of the network into single router
* Flattened butterfly has better performance and path diversity

John Kim, William .J. Dally, Dennis Abts: Flattened butterfly: a cost-efficient
fopalogy for high-radix networks. ISCA 2007: 126-137 22

Blocking in an Omega Network
One of the messages (010 to 111 or 110 to 100) blocks at
link AB

000 | | 000
001 ] ———— 00l
010 l —— 010
011 | - - o1l
[V
100 ( 100
101 A — 101
e} E— —
\l—_ ]
110 — 110
m | | | N— 1

B®A

= Mapping a graph G(V,E) into G'(V',E’)
+ Congestion = maximum # edges in E mapped onto
ledgeinFE’
+ Dilation = maximum # edges in E’ mapped onto 1
edgein E
+ Expansion = (# nodes in V')/(# nodes in V)

s WMREEHKAL WNKRAREHN.
+ TR T 7 ERAZ2-DIRE N +
o A3 M % EHANE|2-DIREF $

Metrics for Dynamic Interconnection
Networks

. Bisection
Network | Diameter Width Cost
Crossbar 1 p pr2
Omega
Network log p p/2 plogp

Cost: ~ #links or switches

Binary Reflected GRAY code:

G(i,d) denotes the i-th entry in a sequence of Gray
codes of d bits. G(i,d+1) is derived from G(i,d) by
reflecting the table and prefixing the reflected entry
with 1 and the original entry with 0.

G(1,x):
G(0,1)=0, G(1,1)=1,
G(i,x+1)=IF i<2* THEN G(i,x) ELSE 2*+G(2**1-1-i,x)




@ Example of BRG code

1-bat 2-bit LL Spring  8p hyper
0 00 010 0| 0 0
1 011 001 1 1
I 011 2 )
: ll 010 3 2
1o
11o] 6
111 5
101 6 3
100 7 1

Embedding a Linear Array into a
Hypercube
LbikGoyeode bk Omyonde  3iiGuywode 3Dhypereobe  $proceasrring

000 el |

901 1 1
011 3 1

of140 2 3
w110 ‘

:‘:‘lﬁ.lll 1 tl

101 5 5

100 4 7

3-bit reflected
Gray code ring

embedding into
a 3D hypercube

@ Embedding other networks on hypercubes:

Hypercube is a rich topology, many other networks
can be “easily” mapped onto it.

* Mapping a linear array into an hypercube:
A linear array (or ring) of 2*d processors can be
embedded into a d-dimensional hypercube by
mapping processor I onto processor G(I.d) of the
hypercube

¢ Mapping a 21 x 245 mesh on an hypercube:
¢ processor(1,])-—> GAOIG(.8)  (ldenote

concatenation)

Embedding a Mesh into a Hypercube

©00000  (@DO00L (020011 (03)0010
I ~ ~

Q @ O Q
(1,000 00 (Loron (oI} (1,300 10
A~ L - P
-y v, S -
@n1100 | @auio (2.2)“11’ @3 110
D - Fan £y

A\ L S

coiie | enion e2)ibn
T [ 4(
L ~ 1

@.3) fiho
LY ! e
A - S’
|
Processors in a column have Processors in a row have identical
identical two least-significant bits two most-significant bits

Mapping nodes in 4 x 4 mesh to nodes in a 4D hypercube

Congestion, dilation, and expansion of the mapping is 1

Embedding a Linear Array into a
Hypercube

= Given
= linear array (or ring) of 29nodes
+ d-dimensional hypercube
= Map
+ nodei of thelinear array — node G(i, d) of the
hypercube

Embedding a Mesh into a Hypercube

i nll 4n1ln Q3 1

Embedding a2 X 4 mesh into a 3D hypercube

Congestion, dilation, and expansion of the mapping is 1
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B®A : ZEI0R

= LIU Fang'ai, LIU Zhiyong, ZHANG Y ongsheng, The
embedding of rings and meshesinto RP(k)networks.
SCIENCE IN CHINA SERIESF, 2004 Vol.47 No.5
P.669-680

n=20M45 i IR AL 5 4 b SRR

CCi(pm—l'” PP Py po): Prye p|+1E|p|—1'” Po» O<i<m

Embedding a Mesh into a Linear Array F# |cc, |cc, [ cc, |#&#
0 |a|atb |atb+c+d +abcdefhg | +a.p
1 |b |b+a |+badc +badc fehg
2 |c|ctd |ctd+atb ?
=T 3 |d|d+c |+dcba ?
1 s
] U—UE(J 4 |e|etf |etf+gth +efghabced #ﬁﬁ%ﬁg%sz
ﬁ:ﬂzﬂ 5 |t |t+re |+feng ? B4 2B By
| [ 6 |g|gth |g+h+ et ? HEEP (REE
T 7 |h |h+g |+hgfe ? ) . RERX
ft-miveirald e 8 i [i9 |itjtksl | +ijkimnop ﬁf’;ci%f%
Embedding a 16 node linear Inverse of the rna_pp-ng: 9 1 Hilk T ? &#%E*ﬁj]n’
array into a 2-D mesh 20 mesh to 16-node linear array 10 |k | K+l | k+H+ i+ ? RAGERELEO
11 |1 [1+k | +Kji ? L
. 12 |m|m+n [m+n+otp | +mnopijkl SEPHER—
Key: #, RERME
Dark lines: links in the linear array 13 |[n [n+m |+nmpo ? [ARATS
Normal lines: links in the mesh. 14 |o [0t otpt men |2 KFEF—H.
37 15 |p |p+o | +ponm 2
Embedding a Hypercube into a 2-D Mesh
BERRAT Hhe o 2%

S-IUfﬂe( Pr-1 Pz plpO) = P2 Prns " PoPrns
EXChange( pm,l pm,z e p1 po) = prwl pmfz '“ pl pO

NOoO O wNN~=O
No oabh wv=O

N
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Fie [+(SH.EX) [+(SHEX) [+(SH.EX) +(SHEX) [&#&
0 |a [(ai) f@ |(a,) |aiem |(@iem,) (aiemckgo,) .
1 |b|Ga [ia |em,) lemai |(ckgo) |(bjfndihp,) Store-and-Forward Routing
N b G . 164 Bk Aa,
2 (b)) Bila) tamed() P8 B = Message traversing multiple hops is completely received at an
s g 0'?() bk (:e,) :?a () Ea"?ﬁ%oﬁ? intermediate hop before being forwarded to the next hop
2 (6l ek (b) bi n (0 #(;(SH, ngz) = Thetotal communication cost for amessage of size mwordsto traverse
5 If (kq ke (fn,) Tnb] () Wik, £—% | communication linksis
6 |g |(d)) @l |Gb,) [bnf |(,) EBHSHASR
7 |hj.d) fid |(nf) |nfib () —A ¥, BE _
8 |i [(em) lem |(ck) Ickgo |(bjfn,) gEXf%;gj]:‘ oomm = £ + (ML, +1,)]
9 | [(m€) me [(go) [gack |(dihp,) ﬁé@%%’ﬁi;%. = Inmost platforms, t, is small and the above expression
10 |k (fm) fin |(ke) keog |() ROF. = can be approximated by
11 || |(nf) |nf |(og,) |ogke |(,)
12 |m |(g,0) |go |(dl,) [dIhp |(,) : |
13 |0 [09) Jog |(hp) |hedl [() L LI
14 lo |(h,p) |hp |(Id)) |[ldph |())
15 p ((p.h) ph ((ph)) jphid ()

fl: SIMD-SEREAY_L Ff) KM%, n=2m

begin

for i=1 to logn do
for all P; where 0<=j<n do
shuffle(a,)
b;<-a;
exchange (by)
aj<-aj+b;
endfor

endfor

end

Packet Routing :  Store-and-forward makes

poor use of communication resources

po [ ] A single message sent
pl [ over astore-and-forward
p2 1 network
p3 ) [
Time ———
po [T ] The same message br oken
p; :]:II:]:I into two partsand sent
gs [ — over the network
Time ———»
po [T T T The same message br oken
p; E]%]-%i]:l]j into four partsand sent
gs over the network
Time ———»

Message Passing Costs

= Transfer time has three components
= Startup time (t)

« time spent at sending and receiving nodes

executing the routing algorithm, programming routers, etc.

= Per-hop time (t,)

+ includes factors such as switch latencies, network delays,

€tc.

= Per-word transfer time (t,)

+ includes all overheads determined by the message length

Packet Routing

= Packet routing
+ breaks messages into packets
+ pipelines them through the network
= Packets may take different paths, thus each packet must carry
+ routing information
+ error checking
+ sequencing information
=t accounts for
« Programming the network interfaces
« Computing the routing information, etc.
Static routing tables: all packets traverse the same path*
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Packet Routing

= Packet size =r+s, r —original message, s— additional
information carried in the packet

= Thetime for packetizing the message, mt,;, iS proportional
to the length of the message.

=ty AR BT R (A E 4
togrm = ts + LM+t +t,,(r +5)+ (?—1)tw2(r +9)
=t +t,,m+tl +tW2m+tW2Fsm
=t +tl+t,m

S
tW = twl + tw2 (1+ F)

Cut-Through Routing
= Communication time for cut-through routing is
toomm = Lo + ML, +1t,

= |dentical to packet routing, but tw typically much smaller
w R 1S H BN = A7 Aty — A
= ZElink 58— ILT, flit sizefy K/
e RAR K, WA MR E B,
o K: bufferk, ¥ &AHITIER;
« —fk4bits ~ 32bytes
= Multilane cut-through routing

Packet Routing

= Thetotal communication time for packet routing is

tom =t +1,M+

u 1,7 AR

toomm = ts + ML,

=t accounts for overheadsin packet headers

Deadlock in cut-through routing

l

Flit from
[ msg 0'to A [
[ l_l—
B| [ c|
Flit from Flit from
msg3toD msgltoB
| Flit from [
D D msg2toC D D
—_—
A [ D [

|

Cut-Through Routing

= Takes concept of packet routing to an extreme
+ further divides messagesinto basic units called flits
+ Eliminate the overhead of transmitting routing
information with each packet

= Hitsaretypicaly small = header information must be
small

= For small headers
+ force al flits to take the same path, in sequence
atracer isfirst sent to establish a connection
all flits then take same route
= Associate error info at msg level instead of packet level.
+ Lean error detection mechanism can be used.

Simplified Cost Model for Cut-Through
Routing

= The cost of communicating a message between two nodes |
hops away using cut-through routing
toomm = Lo + ML, +1t,

= Communicate in bulk
+ Aggregate small messages into a single large massage

+ Ontypical platforms such as clusters, t,is much larger
thant, ort,

= Minimize the volume of data
= Minimize distance of datatransfer

17



Simplified Cost Model for Cut-Through
Routing

= Typically, t, smaller thant,and t,,
= t,for smaller message
« mt,, for lager message
= Often not possible to control routing and placement of tasks

= For these reasons, we approximate the cost of
communication using cut-though routing transfer by

tcom = ts + rntw

Simplified Cost Model for Messages

= Valid for only uncongested networks
= |f alink takes multiple messages
= corresponding t,, term must be scaled up by the #
messages
= Network congestion varies by
+ communication pattern
+ match between pattern and network topology
= Communication models must account for congestion
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